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Abstract
Sensing devices including mobile phones and biomedical sensors generate massive amounts of spatio-temporal data. Compressive sensing (CS) can significantly reduce energy and resource consumption by shifting the complexity burden of encoding process to the decoder. CS reconstructs the compressed signals exactly with overwhelming probability when incoming data can be sparsely represented with a fixed number of components, which is one of drawbacks of CS frameworks because a real-world signal in general cannot be represented with the fixed number of components. We present the first CS framework that handles signals without the fixed sparsity assumption by incorporating the distribution of the number of principal components included in the signal recovery, which we show is naturally represented by the gamma distribution. This allows an analytic derivation of total error in our spatio-temporal Low Complexity Sampling (LCS). We show that LCS requires shorter compressed signals than existing CS frameworks to bound the same amount of error. Experiments with real-world sensor data also demonstrate that LCS outperforms existing CS frameworks.

1 Introduction.
Various sensing devices including mobile phones and biomedical sensors are essential nowadays. Individually operating sensors usually form correlated sensor networks in large scale. Thus, these sensors generate continuous flows of big sensing data that pose important challenges: how to sense and transmit massive spatio-temporal data in efficient manner.

Many conventional distributed sensing schemes process input signals in the sensing devices to reduce the burden of network transmission [13], [14]. However, these conventional schemes are not well suited for resource limited sensing devices because of excessive energy and resource consumption.

Compressive sensing (CS) sheds light on this problem by shifting the complexity burden of encoding process to the decoder [3], [10]. CS enables to compress large amounts of inputs signals without much energy consumption. Recent advances in CS reduce this computational burden even further by random sampling, so that CS schemes are successfully applied to large-scale sensor networks [10], [11].

More specifically, CS reconstructs a compressed signal exactly with overwhelming probability when incoming data can be sparsely represented (i.e., a small number of principal components). In other words, the probability of recovery failure, where CS fails to reconstruct the exact input signal, can be bounded when a compressed signal has at least a predefined length.

However, existing CS frameworks are built based on a strong assumption which says that incoming data can be sparsely represented by a fixed number of principal components. This assumption does not hold in reality where the number of principal components cannot be determined. Existing CS frameworks consider that the reconstruction would fail, when an input signal has more principal components (denser) than the predefined threshold.

The main contribution of this paper is that we relax the assumption of fixed sparsity during signal recovery, and instead view the number of principal components included in the signal recovery as varying quantity. We present Low Complexity Sampling (LCS) that can efficiently sense and transmit big spatio-temporal data. LCS requires shorter compressed signals with given fidelity (better coding efficiency). We report that the number of principal components included in signal recovery is naturally represented by the gamma distribution in practice, which allows us an analytic derivation to compute the expected amount of error in LCS.

To our knowledge, this is the first CS framework to model the distribution of signal sparsity beyond the fixed threshold assumption. An error analysis with the gamma distribution enables our framework to learn the number of spatio-temporal measurements of input
signals in LCS. We also show that the coding efficiency of LCS is superior to a state-of-the-art CS scheme by both asymptotic analysis and experimental results.

The rest of this paper is organized as follows. §2 reviews CS frameworks. §3 introduces how LCS operates. In §4, we provide our main contribution, a new CS framework that incorporates the distribution of the number of principal components, which can eventually learn the number of spatio-temporal measurements. §5 exhibits the performance comparison of our framework compared to existing CS frameworks, followed by concluding remarks in §6.

2 Background: Compressive Sensing.

Compressive sensing or compressed sampling (CS) is an ideal option for mitigating computational complexity by shifting the complexity burden to the decoder where an original signal is estimated in best-effort manner [3], [7].

2.1 Compressing Signal During Acquisition.

Conventional compression schemes obtain the compact representation of an original signal by encoding the significant coefficients because most signals can be represented with only a few components using approximations of Karhunen-Loève transform (e.g., the discrete cosine transform (DCT) and the wavelet transform [16]).

In CS, a signal is projected onto random vectors whose cardinality is far below the dimension of the signal. As an example, a signal $x \in \mathbb{R}^N$ is compactly represented with a few orthogonal basis $\Psi$ having large coefficients and many small coefficients close to zero as follows:

\begin{equation}
    x = \Psi s,
\end{equation}

where $s \in \mathbb{R}^N$ is the vector of transformed coefficients with a few significant coefficients.

In (2.1), $\Psi$ is any orthogonal basis that makes $x$ sparse in transform domain such as the DCT and wavelet transform domains. The signal $x$ is called $K$-sparse if it is a linear combination of only $K \ll N$ basis vectors such that $\sum_{i=1}^{K} s_i \psi_{n_i}$, where $\{n_1, \ldots, n_K\} \subset \{1, \ldots, N\}$: $s_i$ is a coefficient in $s$; and $\psi_{n_i}$ is a column of $\Psi$. Note that a real world signal in general is not exactly K-sparse; rather it can be closely approximated with $K$ basis vectors.

CS projects $x$ onto a random sensing basis $\Phi \in \mathbb{R}^{M \times N}$ as follows ($M < N$):

\begin{equation}
    y = \Phi x = \Phi \Psi s,
\end{equation}

where $\Phi$ is generally constructed by sampling independent identically distributed (i.i.d.) entries from the Gaussian or other sub-Gaussian distributions whose moment-generating function is bounded by that of the Gaussian (e.g., Rademacher/Bernoulli distribution).

The system shown in (2.2) is ill-posed as the number of equations $M$ is smaller than the number of variables $N$: there are infinitely many $x$’s that satisfy $y = \Phi x$. Nevertheless this system can be solved with overwhelming probability provided that $s$ is sparse and $M$ is large enough such that $M = O(K \log(N/K))$ in the case of Gaussian and sub-Gaussian sensing matrices.

2.2 Recovery of Signal. A signal recovery algorithm takes measurements $y \in \mathbb{R}^M$, a random sensing matrix $\Phi$, and the sparsifying basis $\Psi$. The sensing matrix $\Phi$ and sparsifying basis $\Psi$ are assumed to be known to the decoder.

The signal recovery algorithm then recovers $s$ knowing that $s$ is sparse. Once we recover $s$, the original signal $x$ can be recovered through (2.1). It has been shown that the following linear program gives an accurate reconstruction of $s$:

\begin{equation}
    \begin{align}
    \text{argmin} \|\tilde{s}\|_1 & \quad \text{subject to} \quad \Phi \Psi \tilde{s} = y. \\
\end{align}
\end{equation}

There are many efficient algorithms that solve the optimization problem in (2.3) under categories of optimization methods, greedy methods, and thresholding-based methods [10].

2.3 Noisy Signal Recovery. Suppose $y$ were corrupted with a noise $z \in \mathbb{R}^M$ that is a stochastic or deterministic unknown error term, which could be from various sources such as communication and quantization. The corrupted $\hat{y}$ can be represented as

\begin{equation}
    \hat{y} = \Phi \Psi s + z.
\end{equation}

It has been shown that (2.4) can be solved using the following minimization problem with relaxed constraints for reconstruction:

\begin{equation}
    \begin{align}
    \text{argmin} \|\tilde{s}\|_1 & \quad \text{subject to} \quad \|\Phi \Psi (s - \tilde{s}) + z\|_2 \leq \eta \sqrt{M}, \\
\end{align}
\end{equation}

where $\eta \sqrt{M}$ bounds the amount of noise in the signal. The problem (2.5) is called a quadratically constrained minimization problem or LASSO (Least Absolute Shrinkage and Selection Operator), which can also be solved using various efficient algorithms similar to the recovery of noiseless signal [10].

\footnote{In a typical setup, the only information an encoder always has to send is $y$. The sensing matrix $\Phi$ can be explicitly sent [14] or reconstructed using meta information such as the seed of pseudorandom number generator [9], [12], depending on application.}
3 Low Complexity Sampling.

The sensing/sampling paradigm explained in §2 can be applied to signals that can be represented in one-dimensional vectors, $x$. These vectors not only correspond to time-series data in temporal dimension, but also to data in spatial dimension at a specific time instant, in which case two-dimensional data can be vectorized into an one dimension.

3.1 Handling Spatio-Temporal Dimension. Recently, the compressive sensing (CS) technique has been applied to spatial and temporal dimensions. One straightforward extension is to vectorize the spatial and temporal dimensions. However, the vectorization easily infringe the sparsity of signals. Thus, CS methods for correlated spatio-temporal signals were introduced [4], [5], [9]. These schemes improved the coding efficiency with additional computational and communication overheads. Low Complexity Sampling (LCS) is an alternative to reduce these burdens when spatial data can be sparsely represented for each selected time instant [11].

LCS utilizes more efficient sensing mechanism based on random sampling whose computational time complexity is constant [10]. The random sampling scheme is based on the fact that it is possible to construct $\Phi$ in (2.2) from a random selection of rows from the identity matrix $I$, which is equivalent to the random sampling of coefficients in $x$. Note that the sparsifying basis $\Psi$ should be incoherent\footnote{The two bases $\Phi$ and $\Psi$ are (maximally) incoherent when the largest correlation between any two elements of $\Phi$ and $\Psi$ is $1/\sqrt{N}$ where $N$ is the order of two square matrices.} with $I$ such as the DCT and wavelet transform bases, in order not to violate the condition for the successful recovery of an original signal [7], [10]. The random sampling of a signal in the CS setup is illustrated in Fig. 1. Here, the number of required measurements $M$ is somewhat larger than the case of Gaussian and sub-Gaussian matrices, that is, $M = O(K \log N)$.

![Figure 1: Random sampling of a signal in (2.2).](image)

3.2 Signal Acquisition. LCS randomly samples an original signal in both spatial and temporal dimensions. First, each time-series data in temporal dimension is randomly sampled using the same indices shared across spatial dimension, which is equivalent to using the same random sensing matrix $\Phi_{\text{temporal}}$ across spatial dimension for the same time frame. This sampling reduces the lengths of original time-series data.

Next, the random sampling is performed in the spatial dimension: the group of randomly sampled coefficients in the temporal dimension is sampled again in the spatial dimension, which is illustrated in Fig. 2. Therefore, when used in a distributed environment, each device needs to sample and transmit only coefficients that are selected in both spatial and temporal dimensions, as shown in Fig. 2.

The LCS framework can be formally represented as follows:

\begin{equation}
Y_{\text{temporal}} = \Phi_{\text{temporal}} X,
\end{equation}

where $X = [x_1 \ x_2 \ \cdots \ x_J]$ is an $N \times J$ matrix having temporal vectors $x_i \in \mathbb{R}^N$ of $J$ distributed devices as columns; $\Phi_{\text{temporal}} \in \mathbb{R}^{M \times N}$ is the temporal random sampling matrix shared across the spatial dimension with $M < N$; $Y_{\text{temporal}} \in \mathbb{R}^{M \times J}$ is a half-encoded matrix in temporal dimension.

Now $Y_{\text{temporal}}$ has vectors $y_{\text{temporal,1}}^T, \ldots, y_{\text{temporal,J}}^T$ as rows. Then each row $y_{\text{temporal,1}} \in \mathbb{R}^J$ in $Y_{\text{temporal}}$ is randomly sampled in the spatial dimension, which is given by

\begin{equation}
y_i = \Phi_{\text{spatial}} y_{\text{temporal,1}},
\end{equation}

where $\Phi_{\text{spatial}} \in \mathbb{R}^{I \times J}$ is a spatial random sampling matrix for each $y_{\text{temporal,1}}$ that yields a final measurement vector $y_i \in \mathbb{R}^I$ $(I < J)$. Using (3.7), we can construct the final measurement matrix $Y \in \mathbb{R}^{M \times I}$ shown in Fig. 2 by putting together $y_i^T$‘s as rows of $Y$, where $M$
is the number of measurements in the temporal dimension and $I$ the number of measurements in the spatial dimension.

The rationale behind using the same random sampling indices in the temporal dimension is to maximize the spatial correlation of coefficients across different devices: the spatial correlation is stronger at the same time instant than with different time instants under some mild conditions as in [17], which is proved in the following theorem.

**Theorem 3.1.** The spatial correlation of a signal across devices is maximized with spatial data taken at the same time instant, when spatial and temporal correlations are nonnegative and decrease monotonically with a distance between devices and a time lag.

**Proof.** We first assume the wide sense stationarity of a random variable $X_n$ that denotes each spatial datum and define the correlation matrix $R \in \mathbb{R}^{J \times J}$ whose $(i,j)$th entry $R_{i,j}$ is given by

$$R_{i,j} = \mathbb{E}[X_{n}X_{n+i-j}].$$

Then we want to show the following inequality

$$R'_{i,j} \geq R_{i,j} \quad \forall i,j$$

holds for any $R$ if and only if

$$R'_{i,j} = \frac{1}{J-|i-j|} \sum_{n=1}^{J-|i-j|} x_n x_{n+i-j}^{3}$$

with $x_n \in \{X_{i_1}, \ldots, X_{i_J}\}$ where $i_1 = i_2 = \cdots = i_J$.

From the condition [17], one can model correlations using an exponential function such as $R(\tau) = e^{-\theta \tau}$ where $\tau$ is the distance or the time lag; $\theta > 0$ is a scale parameter that determines the shape of the correlation function. (Therefore, without loss of generality, we here assume a normalized version of the correlation model.) If the distance is denoted by $\tau_{\text{spatial}}$ and the time lag by $\tau_{\text{temporal}}$, then $\tau_{\text{spatial}} = l - j$ and $\tau_{\text{temporal}} = k - i$ when we compare two entries $X_{i,j}$ and $X_{k,l}$.

In general, the spatial and temporal correlations are treated separately and the effect of one on the other is ignored [17]. Since we assume correlation models both have the monotonically decreasing property, it is reasonable to think that a joint spatio-temporal correlation model $R(\tau_{\text{spatial}}, \tau_{\text{temporal}})$ decreases monotonically with both $\tau_{\text{spatial}}$ and $\tau_{\text{temporal}}$, such as in $R(\tau_{\text{spatial}}, \tau_{\text{temporal}}) = e^{-\theta_{\text{spatial}} |\tau_{\text{spatial}}| + \theta_{\text{temporal}} |\tau_{\text{temporal}}|}$ where $\theta_{\text{spatial}}$ is the

This is a general method of computing the correlation matrix [16].

Strong correlation improves the coding efficiency, which can be explained with the help of information theory: the joint entropy rate (i.e., compressed size) of two or more random variables is always less than the sum of their individual rates provided that they are dependent on each other [8]. If random variables are correlated, we can say they are dependent on each other, which leads to a reduced joint entropy rate.

In the CS setup and eventually LCS, the correlation and the dependency are present in the form of sparse representations.

This framework is especially useful in a distributed sampling context thanks to the opt-in and opt-out nature of participating devices. In a distributed sensing, each device may want to participate in or not depending on its remaining energy [13] or its willingness to volunteer in the context of participatory sensing [6]. If these choices are made random from a holistic perspective, large scale sampling tasks can be efficiently performed.

Regarding how to generate random numbers used for the random sampling of spatio-temporal data, popular approaches are to use pseudorandom numbers [9], [12]. These random numbers should be synchronized between the encoder and the decoder, in order to ensure the correct recovery of an original signal as explained in §2.2. Randomness can also be improved via periodically updating random seeds between the encoder and the decoder. Note that LCS only needs to store random indices of coefficients in spatial and temporal dimensions, instead of storing entries for the random sensing matrix $\Phi$.

Furthermore, the random indices for the spatial sampling need not be explicitly synchronized between the encoder and the decoder if each device in a distributed environment determines whether to transmit or not at every time instant that corresponds to the temporal sampling point. This is possible because the collection point (decoder) can recognize the spatial index required for the reconstruction when it receives sampled data from each device.

We finally describe the algorithm of LCS. In particular, the operation of each device participating in a distributed sampling task can be represented as the following algorithm. (We assume that the random indices for the spatial sampling are explicitly synchronized between the encoder and the decoder.)

**Require:** $N$, temporal random index set $T = \ldots$
\{n_1, \ldots, n_M\} \subset \{1, \ldots, N\}^4$, and spatial random index vector $s \in \mathbb{R}^M (s_i \in \{0, 1\})$ \{s is the translated version of the spatial random indices from individual devices’ perspective\}

1: \textbf{loop}  
2: \hspace{1em} $j \leftarrow 1$  
3: \hspace{1em} for $i = 1$ to $N$  
4: \hspace{2em} if $i \in T$ then  
5: \hspace{3em} if $s_j = 1$ then  
6: \hspace{4em} transmit data  
7: \hspace{3em} end if  
8: \hspace{2em} end if  
9: \hspace{1em} end for  
10: \textbf{end loop}

3.3 Signal Recovery. The collection point takes a random sample measurement matrix as described in Fig. 2. Note that the recovery problem in this case is different from conventional CS recovery in the sense that we are dealing with a measurement matrix, not a measurement vector. Thus we need to decode the measurement matrix $Y \in \mathbb{R}^{M \times J}$.

First, each row of $Y$ is decoded following the recovery procedure explained in §2.2. Specifically, the solution $s^*$ to (2.3) obeys

\begin{equation}
\|s^* - s\|_2 \leq C_1 \cdot \|s - s_K\|_1
\end{equation}

for some constant $C_1 > 0$, where $s_K$ is the vector $s$ with all but the largest $K$ components set to 0: the quality of recovered signal is proportional to that of the $K$ most significant pieces of information. We get progressively better results as we compute more measurements $I$, since $I = O(K \log J)$ [7]. Therefore, $\Psi s^* \in \mathbb{R}^J$ also makes progress on its quality as $I$ increases. (The error bound follows (3.11) as well if $\Psi$ is an orthogonal matrix, which is usually the case.)

We then have a half-decoded matrix $\hat{Y}_{\text{temporal}}$ whose size is $M \times J$. Each column of the half-decoded matrix is decoded once more to obtain the full-decoded matrix $\hat{X} \in \mathbb{R}^{N \times J}$. In contrast to the case of decoding each row of $Y$, decoding each column follows the recovery procedure explained in §2.3, because error occurs during the recovery of spatially sampled coefficients following the error bound in (3.11).

In particular, the solution $s^*$ to (2.5) obeys the following reconstruction error bound:

\begin{equation}
\|s^* - s\|_2 \leq C_1 \cdot \|s - s_K\|_1 + C_2 \cdot \sqrt{K} \eta,
\end{equation}

where $C_2 > 0$ is another constant for the additional term in the new error bound. Thus, (3.12) accounts for not only the measurement error due to an insufficient $M$, but the measurement error carried over from the previous recovery stage, which is explained by $\eta$ in (2.5).

4 Learning the Number of Spatio-Temporal Measurements.

In §3.3, the recovery of the measurement matrix $Y$ in (3.11) and (3.12) involved error to some extent. We here investigate the amount of error occurring during the recovery procedure in expected value sense. In fact, reconstruction in compressive sensing (CS) is closely related to a probabilistic concept. For instance, when we say an exact recovery of a $K$-sparse signal is achievable with overwhelming probability, it implies there is also the chance of recovery not being exact.

Specifically, the number of required measurements $M = O(K \log N)$ in the random sampling can be detailed as follows [10]:

\begin{equation}
M \geq C \cdot K \ln(N) \ln(\epsilon^{-1})
\end{equation}

for some constant $C > 0$, where $\epsilon \in (0, 1)$ denotes the probability of an inexact recovery of a $K$-sparse signal. Then we can express (4.13) with regard to $\epsilon$, which is given by

\begin{equation}
\epsilon = \exp \left( -\frac{M}{C \cdot \ln(N) K} \right).
\end{equation}

Most existing CS frameworks assume that $K$ is already known, which is not true in practice. Thus, we pose a new learning problem for Low Complexity Sampling (LCS) and provide a new error analysis. In our scenario where a signal is not exactly $K$-sparse, this can be interpreted as varying numbers of $K$ largest components during signal recovery in (3.11). Since a fixed $K$ does not exist here, one may think if a signal recovery fails with a given $K$, then $K$ can be lowered to decrease $\epsilon$ and the recovery eventually succeeds.

4.1 Sparsity of Stochastic Nature. With varying $K$, we regard it as a random variable and consider its probability density function (pdf). One possible method for obtaining this pdf is to derive it from (4.14) by viewing the probability of failure $\epsilon$ as the cumulative distribution function (CDF) of $K$.

DEFINITION 4.1. The pdf of $K$ components included in signal recovery, which is derived from the probability of failure in the CS framework, is given by

\begin{equation}
f^K_{CS}(k) := \frac{M}{C \cdot \ln(N)} \cdot \exp \left( -\frac{M}{C \cdot \ln(N) k} \right) \frac{1}{k^2}.
\end{equation}

However, this pdf fails to capture an actual distribution. We instead found empirically $K$ followed
the gamma distribution with its mean controlled by the number of measurements \( M \) in (4.13) such that \( \mathbb{E}[K] = C' \cdot M \). (Note that \( \ln(e^{-1}) \) is gone and \( 1/(C \cdot \ln(N) \ln(e^{-1})) \) is absorbed into \( C' \).) Fig. 3 illustrates \( f_K(k) = \text{Gamma}(\alpha_K, \beta_K) \) follows an actual distribution properly where \( f_K(k) \) is drawn over a histogram of \( K \)'s obtained with experiments.

In fact, the problem of using \( f_K^{CS}(k) \) as the pdf of \( K \) components included in signal recovery lies at its fat tail. We can show that \( f_K^{CS}(k) \) has a fatter tail than the gamma distribution has by the following lemma.

**Lemma 4.1.** The pdf \( f_K^{CS}(k) \) is a fat-tailed distribution.

**Proof.** It is sufficient to show that \( f_K^{CS}(k) \) is asymptotically equivalent to a power-law decay such that

\[
(4.16) \quad f_K^{CS}(k) \sim k^{-\alpha} \text{ as } k \to \infty, \quad \alpha > 1.
\]

Therefore, we show the following inequality

\[
(4.17) \quad \frac{M}{C \cdot \ln(N)} \cdot \exp \left( -\frac{M}{C \cdot \ln(N)k} \right) \frac{1}{k^2} > k^{-\alpha}
\]

holds for some \( \alpha > 1 \) as \( k \to \infty \). Taking logarithms on both sides, we obtain

\[
(4.18) \quad \alpha > \frac{M}{C \cdot \ln(N) \ln(k)} - \frac{\ln(M/(C \cdot \ln(N)))}{\ln(k)} + 2,
\]

which turns into \( \alpha > 2 \) as \( k \to \infty \). Hence we can argue that \( f_K^{CS}(k) \) is a fat-tailed distribution.

**Corollary 4.1.** The tail of \( f_K^{CS}(k) \) is fatter than the tail of gamma distribution.

**Proof.** It is known that the gamma distribution is not a fat-tailed distribution. Hence, we can say \( f_K^{CS}(k) \) has a fatter tail than the gamma distribution has.

### 4.2 Learning in Spatial Domain

When each row of the measurement matrix \( Y \) is decoded in the first stage, inevitable error due to the inexact sparsity occurs according to (3.11). In particular, the best \( K \)-term approximation \( ||s - s_K||_1 \) in (3.11) is known to be bounded as follows [10]:

\[
(4.19) \quad ||s - s_K||_1 \leq \frac{1}{4K} ||s||_{0.5}.
\]

Here the quantity \( ||s||_{0.5} \) can also vary across rows. Thus we again regard it as a random variable and denote it by \( G_S \), whose arbitrary pdf is also denoted by \( f_{G_S}(g_S) \). In addition, we use \( K_S \) to represent the number of significant pieces of information included in the recovery of each row, which is controlled by the number of measurements \( I \).

We can then analyze the error of each decoded row \( E_S \) using (3.11):

\[
E_S = \int_{k_S} f_{K_S}(k_S) f_{G_S}(g_S) \cdot \frac{C_1}{4K_S} g_S \, dg_S \, dk_S
\]

\[
(4.20) \quad = \frac{C_1}{4} \beta_{K_S} B(\alpha_{K_S} - 1, 1) \int_{g_S} g_S f_{G_S}(g_S) \, dg_S,
\]

where \( B(\cdot, \cdot) \) is the beta function: \( f_{G_S}(g_S) \) is simply the mean of \( f_{G_S}(g_S) \) that can be easily found according to a specified pdf. Note that the error of each decoded row \( E_S \) can be rescaled to yield the entry-wise error estimate by \( E_S/\sqrt{J} \).

### 4.3 Learning in Temporal Domain

The first stage decoding produces the half-decoded matrix \( \hat{Y}_{temporal} \) whose size is \( M \times J \). In the second stage, each column of the half-decoded matrix is decoded. This time we should also consider the measurement error \( E_S/\sqrt{J} \) carried over from the first stage, which can be embodied in (3.12).

In particular, we can analyze the error of each decoded column \( E_T \) using (3.12). Once again, \( ||s||_{0.5} \) in (4.19) varies across columns and is denoted by a random variable \( G_T \), whose arbitrary pdf is represented by \( f_{G_T}(g_T) \). In addition, the number of significant pieces of information included in the recovery of each

---

\(^{5}\) A division by \( \sqrt{J} \) is natural as we are dealing with \( \ell_2 \) error.
column is represented by $K_T$, which is controlled by the number of measurements $M$. Then the error is given by

$$
E_T = \int \int f_{K_T}(k_T) f_{G_T}(g_T) \cdot \left( \frac{C_1}{4k_T} g_T + \frac{C_2E_S}{\sqrt{J}} \right) \, dg_T \, dk_T
$$

$$
= \frac{C_1}{4} \beta_{K_T} B(\alpha_{K_T} - 1, 1) \int g_T f_{G_T}(g_T) \, dg_T
$$

(4.21)

$$
\frac{C_2E_S}{\sqrt{J} \beta_{K_T}} \frac{\Gamma(1/2)}{B(\alpha_{K_T}, 1/2)},
$$

where $\Gamma(\cdot)$ is the gamma function; $\int g_T f_{G_T}(g_T) \, dg_T$ is the mean of $f_{G_T}(g_T)$ that can be found according to a specified pdf.

### 4.4 Total Error

Now that we are provided with the error of each decoded row $E_T$, we can rescale it to find the total error by $\sqrt{J}E_T$, which is equivalent to the expected value of the Frobenius norm of the error matrix $E[\|X - \hat{X}\|_F]$ that accounts for the difference between the original signal $X$ and the reconstructed signal $\hat{X}$.

We then consider the following convex optimization problem that minimizes the total error with a given measurement budget $R_0$:

$$
\arg\min_{(I, M)} E(\|X - \hat{X}\|_F) \quad \text{subject to} \quad IM \leq R_0.
$$

For a fixed $I$, the objective function $E(\|X - \hat{X}\|_F)$ in (4.22) has a global minimum due to the term $C_2 \cdot \sqrt{K_T}$ in (3.12): increasing $M$ does not warrant a consistent decrease in total error.

In order to examine more closely, we calculate the gradient of $E(\|X - \hat{X}\|_F)$ with respect to $I$ and $M$ so as to investigate the shape of the objective function. Specifically in (4.20) and (4.21), $\beta_{K_s}$ and $\beta_{K_T}$ can be replaced by $\alpha_{K_s}/(C' \cdot I)$ and $\alpha_{K_T}/(C' \cdot M)$ respectively since the mean of gamma distribution is $\alpha_K/\beta_K$. Then $\partial E(\|X - \hat{X}\|_F)/\partial I < 0$, which means increasing $I$ always helps reducing the total error. On the contrary, we can find $M$ that makes $\partial E(\|X - \hat{X}\|_F)/\partial M = 0$ where $M \sim I^{2/3}$.

### 4.5 Error Estimation Accuracy

We now examine the accuracy of our error estimation compared with the error estimation using $f_{K}^C(k)$. We can prove our error estimation with the gamma distribution yields more accurate results than using $f_{K}^C(k)$ by the following theorem.

**Theorem 4.1.** The accuracy of error analysis for LCS is improved by using a proper distribution such as the gamma distribution.

**Proof.** We show the error of each decoded row $E_S$ in (4.20) is smaller than $E_S$ computed with $f_{K_S}^C(k)$ if $\alpha_{K_s} > \alpha_{K_s}^*$ for some threshold $\alpha_{K_s}^* > 0$. For this, we consider the following ratio $r$ of $E_S$ with $f_{K_S}^C(k)$ to $E_S$ in (4.20):

$$
r = \frac{\int_0^\infty \frac{f}{C \cdot \ln(J)} \cdot \exp\left(-\frac{I}{C \cdot \ln(J)} k_S^2\right) \frac{1}{k_S^2} \cdot \frac{C_1}{4k_S} \, dk_S}{\frac{C_1}{4I} \cdot \ln(J) \ln(\epsilon^{-1}) \alpha_{K_S} B(\alpha_{K_S} - 1, 1)}
$$

(4.23)

In (4.23), $r > 1$ when $\alpha_{K_s} > 1/(1 - \ln(\epsilon^{-1}))$. Thus, $\alpha_{K_s} = 1/(1 - \ln(\epsilon^{-1}))$, where we set $\epsilon = 0.5$ as shown in Fig. 3. It is also clear that the error of each decoded column $E_T$ in (4.21) suffers inaccuracy with the pdf $f_{K_T}^C(k_T)$. In fact, both of these inaccuracies are attributed to the fat tail of $f_{K}^C(k)$, as proven in Lemma 4.1.

In fact, this theorem can be generalized using distributions other than the gamma distribution that explain the actual distribution of $K$ components included in signal recovery more suitably.

### 5 Performance Comparison

The performance of compression schemes can be judged by comparing the coding efficiency that accounts for how compact data can be compressed with given fidelity. In other words, the scheme with the maximum coding efficiency among others is one that minimizes error between an original signal and a reconstructed signal with a given number of measurements.

Here we compare Low Complexity Sampling (LCS) with Model-Based CS (block sparse model), which is so far a state-of-the-art compressive sensing (CS) scheme that takes account of joint correlation in spatio-temporal dimension [4], [5], [9]. Model-Based CS is built on a joint sparsity model in order to exploit the joint correlation inherent in the spatio-temporal dimension. Specifically, it utilizes common sparse supports among the group of signal vectors in temporal dimension: it assumes all data vectors in the temporal dimension measured by devices share the same $K$ basis vectors. Thus the decoder has to select the union of individual supports to cover all of sparse supports from different devices, which makes the common $K$ larger.
In order to maximize the joint correlation, Model-Based CS makes every device involved in measuring each other’s data [4]. This aggressive participation leads to the maximum coding efficiency from the perspective of the decoder at the expense of high-complexity burdens on individual devices. In particular, individual measurements of devices are summed at the decoder to produce a complete measurement vector. On the contrary, individual measurements are separately treated in LCS and other CS schemes, which results in a low-complexity burden and even a constant-time complexity for LCS [11].

5.1 Asymptotic Analysis. We are particularly interested in the coding efficiency per the measurements of individual devices. To this end, we first analyze it asymptotically.

LCS has the total error $E[\|X - \hat{X}\|_F] \sim \sqrt{J}/M + \sqrt{M}/I$. In contrast, Model-Based CS needs the number of measurements $M = O(JK + K \log(N/K))$ to yield error asymptotically equivalent to $1/\sqrt{K}$ (see Theorem 6 [4]). After rescaling them to directly compare with the total error of LCS per the same measurements of individual devices, we obtain the rescaled error in terms of $I$ and $M$, which is $J/\sqrt{IM}$.

Using the fact that $I$ and $M$ are the same orders and $I < J$, we can show LCS has smaller total error per the same measurements of individual devices than Model-Based CS has. Since the total error is compared with the same numbers of measurements, we can say the coding efficiency of LCS is superior to that of Model-Based CS in terms of expenditure of individual devices.

5.2 Experimental Results. We also provide experimental results with real data sets. Experiments additionally include Spatial Random Sampling that performs the random sampling in spatial dimension. Sensing in the spatial dimension is the most popular approach that utilizes CS, hence adopted here for reference [2], [12], [14].

Since we are interested in real-world signals, we employed environmental data sets obtained from wireless sensor network deployment scenarios [1], [15]. In particular, we employed three different sensor data types for our experiments: (i) ambient temperature ($^\circ$C) [1]; (ii) luminosity (V) and (iii) battery level (V) [15]. These signals are not exactly $K$-sparse and instead approximated with $K$ basis vectors. Specifically, we utilized the DCT throughout the experiments as the sparsifying basis $\Psi$. As discussed in §3.3, recovered signal quality is improved (i.e., signal error is decreased) as more random measurements are received by the decoder, because the number of significant pieces of information included in signal recovery $K$ is increased according to the number of measurements.

Figs. 4, 5, and 6 show the experimental results of three environmental data sets. We here consider the sum of squared error (SSE) normalized with respect to the norm of signals as the performance metric. All of the three schemes show decreasing normalized SSEs as the number of measurements per individual devices increases. However, how fast a normalized SSE drops depends on various schemes. In Fig. 4, Spatial Random Sampling shows an unsatisfactory result. This is mostly attributed to stronger intra-signal correlation inside each sensor device than inter-signal correlation between sensor devices: sole consideration of the spatial dimension fails to capture significant correlation in the temporal dimension. On the contrary, LCS and Model-Based CS both show superior results.

Whereas in Figs. 5 and 6, temporal data lengths are
shorter and the numbers of distributed devices $J$'s are slightly larger. These conditions mitigate the limitation of Spatial Random Sampling. Specifically in Fig. 6 where signals are heavily correlated (small entropy), the performance of Spatial Random Sampling is comparable to LCS.

In contrast, Model-Based CS suffers large normalized SSEs mainly comes from the increased $J$'s. In addition, since the joint sparsity model in Model-Based CS utilizes common sparse supports among the group of signal vectors in temporal dimension, the decoder has to select the union of individual supports to cover all of sparse supports from different devices, whose cardinality (common $K$) increases as $J$ increases. This makes the number of measurements insufficient for the decoder to recover the original signal. Contrasted with Spatial Random Sampling and Model-Based CS, LCS shows the minimum normalized SSEs across three different sensor data types.

6 Conclusion.

We have proposed Low Complexity Sampling (LCS) that can facilitate big spatio-temporal data sensing with low overheads. We presented the first CS framework that handles signals without the fixed sparsity assumption by viewing the number of principal components included in signal recovery as varying quantity. This quantity was shown to follow the gamma distribution that enabled an error analysis on LCS, from which the number of spatio-temporal measurements has been learned. Asymptotic analysis and experiments with real-world sensor data sets demonstrate that LCS outperforms existing CS frameworks.
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